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Abstract: Image pyramid is an significant approach to improve the performance of the 
convolutional neural networks (CNNs) on the computer vision tasks(e.g., image classification, 
object detection, image segmentation ), but it takes huge computation time and occupies large 
memory. In this paper, image pyramid has been improved. We first point out that different tasks and 
different data sets have different requirements for feature fusion, and then we propose a more 
flexible approach, called Deep Feature Pyramid (DFP), which can alleviate the large memory 
requirements and a lot of computation time of image pyramid to some extent. Our approach enables 
the model to achieve good performance with less memory overhead and computation time. 
Compared with image pyramid, our method greatly reduces the memory occupancy and 
computation time, especially when the image scale is large. We validate the performance of DFP in 
semantic segmentation, which is a very demanding task for feature fusion, and the experimental 
data set is Pascal VOC2012. 

1. Introduction 
CNNS [1] have achieved significant performance on computer vision tasks that is attributed to the 

excellent ability to extract feature. Designing a strong extractor of feature is essential to computer 
vision task, fortunately, the previous works like [2, 3], which can capture image information in a 
variety of forms [4]: low -level edges, mid-level edge junctions, high-level object parts and complete 
objects, has provided the basis for us. In particular, the architecture of the CNNs has achieved 
remarkable achievement[5, 6, 7, 8, 9, 10] in image classification, object detection and image 
segmentation, compared with traditional approach [11]. A good performance of a model is often 
determined by many factors. One of the factors is mutil-scale feature fusion[12, 13, 14], which is a 
significant technology to improve the performance of the model. Multi-scale feature plays an 
important role not only in deep learning before rising, but also in deep learning. Employing 
multi-scale feature can further enhance the performance of the model with bottleneck state, in the 
tasks of image classification, semantic segmentation and target detection. In the domain of computer 
vision, image pyramid increases the depth of images by stacking different scales of images. In the 
end to end architecture, the images are first resized to different scales, before being feed into the 
network, and then these images are inferred and learned by the neural network through a shared net 
[15]. Shared net learns global information on small scale image, learns local information on large 
scale image. Combining global information and local information enables model has a 
comprehensive understanding of the image. However, image pyramid technology has great 
limitations in practical applications. The training model requires a lot of equipment, because the 
image pyramid technology needs to store numerous gradients in memory than single-scale input in 
error back-propagation process. Moreover the image pyramid also increases the computation time in 
the forward propagation process, which becomes more unfeasible for real-time tasks. This is an 
inherent drawback of the image pyramid technology, which is fatal for the application in practice. 
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2. Ease of Use 
For the current characteristics of deep learning, we consider three challenges in computer vision 

tasks, all of which are currently possible using the methods shown in figure. 1 to enhance the 
performance of models. These approaches are successful examples of using multi-scale feature to 
solve these challenges. 

 
Figure 1. (a) Combination of encoding-decoding structure and skip connection approach. (b) This is 
the spatial pyramid pooling, which uses different down sampling steps to achieve different receptive 

field . (c) Atrous spatial pyramid pooling. Capturing different scales of information by inserting 
zero into the convolution kernel. (d) The typical image pyramid structure can be combined with the 

first three feature fusion methods. 
The first challenge is how to improve the accuracy of image classification. Academia has been 

exploring the field of image classification for many years, and have made great progress. In 
particular, CNN has outperformed hunman beings. Although the accuracy of image classification is 
very high, however, this work [14] has shown that multi-scale feature fusion will improve the 
performance of CNN. Especially pyramid pooling technique not only has demonstrated the 
importance of mult-scale feature, but also enabled the model to accept arbitrary size of image, so that 
the model can accept multi-scale training. PSPnet is a variant of spatial pyramid pooling and has 
achieved good performance in semantic segmentation tasks. 

The second problem is how to solve the small target loss problem in consecutive down-sampling 
operations, which allows CNNs to learn increasingly abstract feature representations. By enlarging 
the convolution kernel, the network can get a larger receptive field and have a excellent ability to 
extract features. However, the larger convolution kernel will greatly increase the memory 
consumption. Therefore, the commonly used network adopt the convolution kernel size is 3x3 and 
1x1. [3]Work has proved that the use of small convolution kernel can increase the depth of the 
network with a certain memory limit, so that the network achieves a higher degree of non-linearity. 
However, with the increase of the depth of the network, the number of down-sampling increases, 
excessively small objects in the image may disappear in the high level feature map, which makes it 
difficult to detect small objects. This work[19] has shown multi-scale fusion technology will further 
improve the loss of small targets.The third difficulty comes from the spatial information loss in 
semantic segmentation by the invariance of CNNs. 

This invariance is an important way to improve the robustness of the model in image 
classification tasks, but is an obstacle in semantic segmentation. Image semantic segmentation is a 
dense prediction task, and every pixel must be correctly classified. Since 2015, deep convolution 
neural network has made great progress in semantic segmentation, which benefits from FCN[20]. 
CNNs can achieve more robust features through consecutive down-sampling. However, in image 
semantic segmentation tasks, not only robust features but also precise spatial information are needed. 
However, consecutive down-sampling operations constantly lose spatial information, which makes it 
difficult for image semantic segmentation tasks requiring precise spatial information. At present, a 
series of multi-scale feature fusion methods appear in image semantic segmentation tasks, and have 
solved the contradiction to a great extent between classification and segmentation, especially ASPP 
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network, which has excellent feature extraction ability and avoids down-sampling operation. [21, 22, 
23, 24, 25] These works have shown that multi-scale technology is great significance in semantic 
segmentation technology. 

3. Prepare Your Paper Before Styling 
3.1 DFP for Avoiding large memory consumption 

Our goal is to introduce the mind of DFP, which enables models achieve more flexibility, and 
build a feature pyramid at different scales, for more computer tasks and different data sets. We 
advocate the use of DFP to avoid the waste of memory space and computation time. Firstly, we 
define depth, which can be applied to any architecture. In principle, we define the depth according to 
the number of network down-sampling. As shown in the figure 2, from the bottom to the top, the 
defined depth changes with the number of down-sampling. For example, the number of 
down-sampling is 5, the depth is 5, the number of down-sampling is 0, the depth is 0. 

 
Figure 2. Illustrating the concept of depth 

Figure. 3 is an architecture that combines the idea of image pyramid with the concept of depth. 
Two special cases, the network with depth of 5 will degenerate into the original image pyramid 
network, and the network with depth of 0 will degenerate into the network without image pyramid 
characteristics. The purpose of DFP is to explore a balance between resource consumption and 
model accuracy by avoiding these two special cases with the concept of depth. 

There are 2 steps in the stage of extracting feature for any network using DFP idea.The first stage, 
network accepts a single scale input and does not have shared network strategy. This strategy avoids 
wasting memory and computing time on different scales for the low level convolution layer when 
image pyramids are adopted for multi-scale feature fusion. Generally speaking, the feature maps 
generated by the low level layer in the network are not often used in image classification and target 
detection. When adopt image pyramid strategy, with the increase of different scales, the low level 
layer will generate more feature maps, which occupy large memory and consume more computing 
time. 
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Figure 3. (a)Illustrating the model of FCN adopt DPF idea. In this illustration, the depth of the 

model is 2, and the bilinear interpolation is used to scale the feature map. (b) This is an encoder that 
compresses the feature map to k/2 channels. 

3.2 DFP for Semantic Segmentation 
Fully convolutional network is a success of deep convolutional neural networks models has 

enabled remarkable progress in pixel-wise semantic segmentation by end-to-end training. Recently 
work Mask RCNN implements the instance segmentation by adding FCN. In the FCN design, in 
order to retain the spatial information of the feature map, the fully connection layer is removed, and 
deconvolution is adopted in the up-sampling stage. But in our experiment, bilinear interpolation is 
used instead of deconvolution in the up-sampling stage, and the convolution kernel of 1x1 and 3x3 is 
used. In practice, using deeper resenet-152 and resnet-101 model generally yields better performance 
than vgg modes. In our experiment, we extract feature maps from multiple branch and up-sample 
feature map by parallel branch. 

3.3 Experimental details 
In our experiment, we combine the FCN with our method by removing the full connection layer 

of the resnet50 pre-trained on the Image-net as a network feature extractor. Our loss function is the 
sum of the cross entropy of each pixel. In our experiment, 30 epochs were iterated. Firstly, 10 
epochs were trained, then the BN [26] parameters were fixed and the other 20 epochs were iterated. 
We use the stochastic gradient descent algorithm (SGD) [27] to optimize the objective function, the 
weight decay coefficient is 0.0005, the initial learning rate is 0.0005, the learning rate change 
strategy is lr = lr ∗ (𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑙𝑙_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ
) , due to memory constraints, we set the batch to be 3, and 

crop patch to be 512x512. Random horizontal flip was adopted as the data augmentation strategy, 
and what we found is that the larger padding weakens the convolution kernel. Our proposed 
approach are implemented by pytorch and experiments run on devices GTX1060 with 6GB memory. 
Our evaluation criteria is mIoU: 
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Figure 4. Comparison of the model's performance using the DFP method with the model's 

performance without the DFP method 

3.4 Result analysis 
As can be seen from tableI, the precision of the model is significantly higher than that of the 

non-pyramid (depth=0) method when the depth is 1. When the depth is 5, the model is equivalent to 
using the traditional pyramid method, compared with the depth of 4, 3 and 2, the precision of the 
model is not significantly improved, but the memory requirement and computation time increases 
sharply.Thus it can be seen that the traditional pyramid method is too rigid and not flexible enough, 
resulting in high demand for resources, while our work has explored the flexibility of the DFP 
thought and the ability to improve model accuracy no less than the pyramid method. 

Table 1. Performance on PASCAL VOC 2012 test set. “training memory” is the consumption of 
memory during the training stage. “testing time” is the consumption of computing time for each 

batch during the test stage. We set batch=3. Scaling factors are 1.0, 0.75 and 0.5. 

 

4. Conclusion 
Our proposed DFP is an open and flexible thought that applies multi-scale fusion technology. We 

define the concept of depth, which can be adjusted according to different tasks requirements to avoid 
the use of image pyramids caused excessive waste and difficult application of image pyramids 
technology. We have proven that out approach is not only improvement for performance of 
model ,but also with much less resource consumption. 
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